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Comprehensive Study of the Space Charge and Nonlinear Fields Effects for the J-PARC Main Ring

 For the design and operation of the next generation of intense proton rings for spallation sources, there is a need for comprehensive large-scale simulation program to study the injection, capture, acceleration, collimation and loss management in these rings. Optimum machine parameters should be determined for different machine commissioning stages, including the operational working point on the betatron tune diagram for different beam intensity and optimum beam parameters, which should be provided by the injector (RCS). Finally, the determined optimum machine parameters should provide acceptable level of the particle losses in the ring, which is has strict limitation by the radiation safety requirement (typical requirement for this kind of high-beam power accelerators). To reach this goal, some realistic modeling of the charge particle motion in the 3D phase space should be done in presence of the external linear/nonlinear field components and the internal space charge potential, which depends on the particular particle distribution in the transverse/longitudinal phase planes. 
The simulations also should include the realistic timing for different magnets of the accelerator during the injection and acceleration process.

This kind of study is common&significant for the high-beam power proton and heavy ion synchrotrons. The space charge effects in the existing synchrotrons are now under study in different centers in the World, including CERN (PS), GSI (SIS18), ISIS, BNL(RHIC), FNAL (Booster, TEWATRON). Similar study has been performed for the US Spallation Neutron Source (OakRidge, USA), which is now under commissioning. Intensive study of this subject is under way in KEK-JAEA for J-PARC Project and in GSI for new project SIS100.
Overview of the calculation method:
In space charge simulations for beams, the use of mesh-based method seems almost universal. On a 2D or 3D mesh, charges are assigned to the mesh points according to some scheme, like “Nearest-Grid-Point”, “Cloud-In-Cell” and other schemes. Poisson’s equation is solved (usually by FFT or cyclic reduction) for the potential and, by differentiation, the electric field components at the mesh points. The field at each particle location is interpolated including the external electro-magnetic field. The computation time is usually dominated by the Poisson solver and therefore depends on the number of grid points. For proper description of the beam, it is necessary to have at least 100’000 macro particles and the FFT mesh point number should by about 100x100. The number of the space charge nodes around the ring should be large enough so that to represent correctly the variation of the beam size around the ring. Between the space charge nodes the 6D tracking of each macro particle of the beam should be performed including nonlinear effects of the external electro-magnetic field. 

To reduce the required CPU time for one turn simulation, it is necessary to run the ‘space charge’ code in a parallel processing mode by launching the multiple processes on different CPUs, each parsing the same input script file. Most of calculation proceeds independently on each processor.

Main results obtained during the 2006 fiscal year (from Summer 2006)
To make the comprehensive study of the particle dynamics for the J-PARC Main Ring, the ORBIT_MPI code has been chosen, developed by SNS in collaboration with BNL for similar study. The C++ code ORBIT_MPI needs the following additional libraries. SUPERCODE driver shell: is a programmable driver shell, which can execute interpreted script files. FFTW library: this library is required to use the FFT space charge implementation. MPICH library: this library is required for the multi-processors simulations. All required libraries including the ‘space charge’ code itself (ORBIT_MPI) have been installed for the System-A of the KEK SuperComputer (Hitachi SR11000). The ORBIT_MPI code now is working for the System_A machine, which we are using now for the J-PARC simulations in the “1node_job” mode. For the 2&1/2D space charge model the ‘optimum’ number of processors of the Hitachi SR11000 machine is about 12-16.

After the installation of the required libraries for the SCA system and the successful compilation of the code itself, the testing of main modules of the codes has been performed. The optimization of the code performance has been done during the testing period. As the result, the required CPU time for the one-turn simulation has been reduced about 1.5 times (in the case of the 1_node job of the SCA system), which is very significant for the long term tracking.
During the testing period the ORBIT_MPI code has been renewed a few times to use the latest version of the code, which is under developing now.
During the short period of time from September 2006 till April 2007 the three presentations about the status of the KEK Super Computer for the MR simulations have been made.  The main task for this period was installation and testing the code performance, so no publications have been prepared.

During the fiscal 2006 year we had strong support from the KEK supercomputer (system A) staff. This makes the installation / compilation / optimization problems solvable.
Successful installation and operation of the ORBIT_MPI code by using the KEK supercomputer (system A) during the fiscal year 2006 allows to start intensive study for the J-PARC Main Ring during the next fiscal year. 
Presentations
During the fiscal year 2006 the following oral presentation about the current status of the space charge study for the J-PARC Main Ring by using the KEK super computer (system A) has been made:
1. February 26, 2007: ATAC’07 meeting / Space charge effects and beam losses for MR with realistic machine parameters

